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a b s t r a c t

The essential element in obtaining semiconductor electronic device enhanced reliability involves solving
the heat-dissipating issue. Certain electronic components possess varying thermal properties and the
strength of the heat generated by the semiconductor chip is unknown. Therefore, the heat dissipation
control problem is both complicated and perplexing. This paper proposes a methodology, the LQG/IE
tracking algorithm, to solve the nonlinear heat dissipation control problem. The IE method, which is a
combination of an Extended Kalman filter and Recursive Least Squares Estimator, estimates (in real time)
the unknown time-varying heat source generated by the semiconductor chip using temperature mea-
surements of the package seal surface. The LQG tracking algorithm is adopted to analyze the feedback
gain to control the heat dissipation. The simulation results reveal that an effective and optimal heat dis-
sipation controller can be implemented for the cooling system using the LQG/IE tracking algorithm.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Today’s electronic devices have more effective computing
capability. Aside from this, their light weight and small size provide
portability. However, sufficiently dealing with the thermal effect is
essential to the previous research and development success. The
heat produced during high-speed computer operations increases
with the CPU calculation speed [1]. The lifetime and reliability of
electronic components fall as the operating temperature increases
[2,3]. And also, the thermal properties of the chip package seal
module changed with temperatures [4]. Consequently, controlling
the temperature of these components is the best way to increase
the lifespan of electronic products. Some electronic components
have thermal properties that vary quickly with temperature
changes during operation. The strength of the heat generated by
the semiconductor chip is unknown. Therefore, the nonlinear
heat dissipation control problem is both complicated and
perplexing.

In past decades, many studies have been conducted on control-
ling the temperature rise in electronic devices [5–8]. These studies
focused on reducing the interfacial thermal impedance, which may
be called passive thermal control. Some active thermal control
methods have been proposed to lift the limitations on passive ther-
mal control methods [9–12]. Some involve feedback control sys-
ll rights reserved.

66; fax: +886 49 2561408.
tems [9,10], while others do not [11,12]. However, there are two
difficult areas in feedback control system applications to heat dis-
sipation in electronic devices. The first is the thermal time delay
problem. The second is the short time period for control action.
The main cause of these difficulties is poor prediction of the
time-varying heat generated by the CPU. Thus, accurate real time
estimation of the time-varying heat generated by the CPU plays
an important role in active thermal control methods.

In the past, much research on the optimal control design prob-
lem focused on well defined systems. This means that all system
parameters are given initially and the system input is also well
known. Under these conditions, the LQG regulator [13] could easily
solve the optimization problem with good accuracy. However, it is
difficult to obtain a good solution for heat dissipation control de-
sign if the thermal input is deterministic but uncertain. Accord-
ingly, the approach proposed here involves a combined control
algorithm that could concurrently estimate unknown thermal in-
put on-line using the IE method and solve the optimal control
problem based on the LQG tracking algorithm.

When the heat produced during operation is unknown, it can
be estimated inversely by applying temperature measurements
on the boundary. The real-time inverse estimation method in
the past focused mostly on linear heat conduction systems. In
1996, Tuan et al. [14] proposed the On-line input estimation
(IE) method to estimate the unknown heat flux in a linear
inverse heat conduction problem (IHCP). The linear IHCP was
addressed by Tuan and co-workers [15,16]. In practical
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Nomenclature

A Jacobian matrices defined by Eq. (41a)
B sensitivity matrix defined by Eq. (48)
C volumetric heat capacity defined by Eq. (2)
C dimensionless volumetric heat capacity defined by Eq. (5)
Cp specific heat of package seal, J kg�1 �C�1

Eð�Þ expected value
e state variable error
Fh Jacobian matrices defined by Eq. (24)
F �u Jacobian matrices defined by Eq. (25)
F�u Jacobian matrices defined by Eq. (26)
f function matrix
g adjoint vector defined by Eq. (37)
H the measurement matrix defined by Eq. (42)
h spatial interval
I identity matrix
Jj quadratic performance index function defined by Eq. (31)
K Kalman gain defined by Eq. (46)
Kb Kalman gain of input estimation defined by Eq. (50)
k,j time (discrete)
kf time (discrete) for final time
L thickness of package material, m
M sensitivity matrix defined by Eq.(49)
N total number of spatial nodes for x = L
P filter’s error covariance matrix defined by Eq. (47)
Pb error covariance matrix defined by Eq. (51)
Pi matrix defined by Eq. (35)
Qc weights of the control defined by Eq. (33)
Qd process noise covariance matrix
Q0 weighting matrix of state variable error for final time
Qs weights of the state variable error defined by Eq. (32)
Q1 weighting matrix of state variable error for overall pro-

cess
R measurement noise covariance
RMSE root mean square error defined by Eq. (54)
s innovation covariance defined by Eq. (45)
T temperature (�C)
t time (continuous) (s)
tf final time (s)
u unknown boundary heat flux input control (W m�2)
�u dimensionless boundary heat flux control input

ð¼ LuðtÞ=k0ðt1 � T0ÞÞ
�umax permission maximum control effort
x process noise vector

X dimensionless spatial variable (=x/L)
x axial coordinate (m)
zm observation state vector (�C)
zm dimensionless observation state vector
�z Bias innovation defined by Eq. (44)

Greek symbols
a0 thermal diffusivity (=k0/c0)
C coefficient vector defined by Eq. (41c)
c memory factor
Ds sampling time interval
d Dirac delta function
dh perturbation state variable
g random variable
h dimensionless temperature
_h time derivative of the state vector
hd design working temperature
he maximum tolerance of temperature error
hp temperature of package seal near chip
j thermal conductivity defined by Eq. (1)
�j dimensionless thermal conductivity defined by Eq. (6)
m measurement noise vector (�C)
q density of package seal (kg m�3)
r standard deviation
s dimensionless time (=a0t/L2)
sf dimensionless final time (=a0t/L2)
U state transition matrix defined by Eq. (41a)
uðtÞ strength of the heat source (W/m3)
�uðsÞ dimensionless strength of the heat source (=L2/(t)/

(k0(T1 � T0)))
W coefficient matrix defined by Eq. (41b)

Subscripts
0 initial temperature

* extensible controller
air natural convection
exact exact heat flux
1 ambient temperature

Superscripts
^ estimated
T transpose of matrix
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conditions, the heat conduction process is mostly a nonlinear
heat conduction problem. Meric in 1979 adopted the conjugate
gradient method to optimally control a nonlinear boundary tem-
perature distribution [17,18]. Chen and Ozisik applied a similar
algorithm to the heat source estimation within plate [19,20]
and cylinder systems [21]. Huang in 2001 used this algorithm
to estimate the optimal heat flux control function in a nonlinear
heat conduction problem [22]. Daouas and Radhouani [23] ap-
plied the smoothing technique associated with the extended Kal-
man filter to solve nonlinear one-dimensional IHCP. Chen and
Wu [24] have applied the hybrid scheme in conjunction with a
sequential-in-time concept, the Taylor series approximation,
least-squares method, and actual experimental temperature data
to estimate the unknown surface condition for the nonlinear
IHCP. Loulou and Artioukhine [25] proposeed a numerical algo-
rithm to solve a three-dimensional unsteady nonlinear IHCP of
estimating surface heat flux for cylindrical geometry. Chen pro-
posed the IE method to inversely estimate the unknown heat
source in real time in a nonlinear heat conduction problem
[26]. However, this method was not extended to solve the optimal
thermal control problem. This research studies the optimal thermal
control problem of a nonlinear heat-conducting system under the
influence of unknown thermal input. The main objective of this work
is to develop an adaptive control algorithm that predicts the optimal
value of time-varying heat dissipation which must be removed by
the cooling system, with the problem corrupted by modeled noise
and unknown thermal input. After estimating the amount of heat
that must be dissipated, an effective cooling system can then be de-
signed to assure that the semiconductor chip will be operated within
a safe temperature regime.

In this work, a nonlinear heat dissipation model is defined first
for semiconductor electronic devices. An innovative controller that
combines the LQG tracking algorithm and IE method is then devel-
oped to control the electronic device heat dissipation. Elaborate
experiments are simulated for some cases, the results compared
and conclusions drawn.



Fig. 1. Schematic diagram of surface mounted package of semiconductor electronic
device.
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2. Problem formulation

The problem considered is the conduction of heat through a
package seal to heat-dissipation components during the operation
of a semiconductor electronic device. Fig. 1 details a schematic dia-
gram of a surface mounted semiconductor package within an elec-
tronic device. A bare semiconductor chip is attached to a lead
frame, sealed with a solder mask and then mounted onto a printed
circuit board. Heat spreading material is uniformly applied be-
tween the package seal and heat sink on top of the package seal.
The heat sink is mounted directly onto the seal to improve the
heat-dissipation efficiency.

To simplify the analysis, a one-dimensional heat conduction
model is employed as outlined in Fig. 2. Consider a package seal
that is a uniform thermal conductor with thickness, L. An unknown
heat source, /(t), generated by the semiconductor chip acts on the
package seal at x = xb. In fact, when the heat sink is mounted di-
rectly onto the top side of package seal, the heat is dissipated
mostly through by top of package seal and heat sink, and the small
part’s quantity of heat will pass through lead frame to printed cir-
cuit board. In order to consider the maximized heat-dissipation de-
sign of the controller, a thermal insulated condition is assumed at
bottom of the package seal at x = 0. The thermal conductivity coef-
ficient j(T) and the volumetric heat capacity qCp(T) that will
change with the variation in the temperature. The assumptions
are made as follows:

jðTÞ ¼ k0 þ k1ðT � T0Þ þ k2ðT � T0Þ2 ð1Þ
CðTÞ ¼ qCpðTÞ ¼ c0 þ c1ðT � T0Þ þ c2ðT � T0Þ2 ð2Þ

where T0 is the initial temperature of the electronic component at
time, t = 0. The one-dimensional transient nonlinear heat conduc-
tion problem can be defined as follows:
Fig. 2. A simplified heat-dissipation model of the nonlinear heat conduction
problem.
o

ox
jðTÞ oTðx; tÞ

ox

� �
uðtÞdðx� xbÞ ¼ qCpðTÞ

oTðx; tÞ
ot

;

0 < x < L 0 < t 6 tf ð3aÞ

� jðTÞ oTðx; tÞ
ox

¼ 0; x ¼ 0 ð3bÞ

� jðTÞ oTðx; tÞ
ox

¼ uðtÞ; x ¼ L ð3cÞ

Tðx;0Þ ¼ T0 ð3dÞ

where T(x, t) is temperature field distribution as a function of x and
t. uðtÞ is an unknown heat source applied at the position, x = xb. u(t)
is unknown boundary heat flux control input.

The measured temperature, zm(t), is obtained from the thermo-
couple at the top side of package seal, x = l. The measurement
equation is defined as follows:

zmðtÞ ¼ Tðx; tÞ þ mðtÞ x ¼ L ð4Þ

where m(t) is the measurement error, which is assumed to be the
Gaussian white noise with zero mean.

For computation convenience, Eqs. (3a)–(3d) and Eq. (4) of the
nonlinear heat conduction problem are transferred into the dimen-
sionless forms as follows:

�C ¼ C=c0 ¼ 1þ �c1hþ �c2h; �c1 ¼
c1ðT1 � T0Þ

c0
;

�c2 ¼
c2ðT1 � T0Þ2

c0
; h ¼ T � T0

T1 � T0
ð5Þ

�j ¼ j
k0
¼ 1þ �k1hþ �k2h

2; �k1 ¼
k1ðT1 � T0Þ

k0
; �k2 ¼

k2ðT1 � T0Þ2

k0

ð6Þ

and

oT
ot
¼ ðT1 � T0Þ

a0

L2

oh
os

ð7Þ

oT
ox
¼ ðT1 � T0Þ

L
oh
oX

ð8Þ

By substituting Eqs. (5)–(8), into Eqs. (3a)–(3d), and Eq. (4), the
dimensionless nonlinear energy equations can be written as

oh
os
¼ 1

CðhÞ
o

oX
�jðhÞ oh

ox

� �
þ 1

CðhÞ
�uðsÞdðX � XbÞ ð9Þ

The associated boundary conditions the initial condition are ta-
ken as

�jðsÞ ohðX; sÞ
oX

¼ 0; X ¼ 0; s > 0 ð10Þ

� �jðsÞ ohðX; sÞ
oX

¼ �uðsÞ; X ¼ 1; ; s > 0 ð11Þ

hðX; 0Þ ¼ 1; 0 6 X 6 1 ð12Þ

with measurements

ZðsÞ ¼ zmðtÞ � T0

T1 � T0
ð13Þ

Based on the central difference method [27], there are N
nodes from X = 0 to X = 1, and assume that the spatial interval
h = 1/(N � 1). Let h1 be the temperature at node 1, which is at
the position, X = 0, the boundary conditions of Eqs. (10) and
(11), and the dimensionless energy equation can be written as

oh
os
¼

�k1 þ 2�k2h

CðhÞ
oh
oX

� �2

þ
�jh

CðhÞ
o2h

oX2 þ
�uðsÞ
CðhÞ

dðX � XbÞ ð14Þ
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From central difference approximation, we know that

ohi

oX
¼ hiþ1 � hi�1

2h
;

o2h

oX2 ¼
hiþ1 � 2hi þ hi�1

h2 ð15Þ

By choosing i = 1, substituting Eq. (15) into Eq. (14), and con-
sider the boundary condition, Eq. (10), we can get
_h1ðsÞ ¼ f1 ¼
�jðh1Þ
Cðh1Þ

2h2 � 2h1

h2 þ
�uðsÞ

Cðh1Þ
dðX � XbÞ ð16Þ

By applying i = 2,3, . . .,N � 1, to Eqs. (14) and (15), we can get

_h1ðsÞ ¼ f1 ¼
�k12�k2hi
� �

CðhiÞ
hiþ1 � hi�1

2h

� �2 �jðhiÞ
CðhiÞ

hiþ1 � 2hi þ hi�1

h2

� �

þ
�uðtÞ
CðhiÞ

dðX � XbÞ ð17Þ

Choosing i = N, substituting Eq. (15) into Eq. (14), and consider
the boundary condition, Eq. (11), we can get

_hNðsÞ ¼ fN ¼
2h�u2 �k1 þ 2�k2hN

� �
�jðhNÞCðhNÞ

þ
�jðhNÞ
CðhNÞ

2hN�1 � 2hN

h2

� �

� 2�q

hCðhNÞ
þ

�uðsÞ
CðhNÞ

dðX � XbÞ ð18Þ

By combining Eq. (16) to Eq. (18) and taking the process noise
input into account, the nonlinear continuous-time state equation
can be derived as follows:

_hðsÞ ¼ f ½hðsÞ; �uðsÞ; �uðsÞ; s� þxðsÞ ð19Þ

where

hðsÞ ¼ ½h1ðsÞ; h2ðsÞ; . . . ; hNðsÞ�T

f ¼ ½f1; f2; . . . ; fN �T

xðsÞ ¼ ½x1;x2; . . . ;xN �T

where _hðsÞ is short for dh(s)/ds, and x(s) is white process noise.
Given a nominal input, �u�ðsÞ, nominal control input, �u�ðsÞ, and

the nominal temperature, h�ðsÞ, will satisfy the nominal system as
follows:

_h�ðsÞ ¼ f h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s½ � ð20Þ

Let

dhðsÞ ¼ hðsÞ � h�ðsÞ; d�uðsÞ ¼ �uðsÞ � �u�ðsÞ;

d�uðsÞ ¼ �uðsÞ � �u�ðsÞ ð21Þ

then

d
ds

dhðsÞ ¼ d _hðsÞ ¼ _hðsÞ � _hðsÞ

¼ f ½hðsÞ; �uðsÞ; �uðsÞ; s� þ GðsÞxðsÞ � f ½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�
ð22Þ

Expanding f ½hðsÞ; �uðsÞ; �uðsÞ; s� in Taylor series with respect to
h�ðsÞ; �u�ðsÞ; �u�ðsÞ, and neglecting the higher-order terms, consid-
ering the uncertainties and disturbances in real electronic de-
vices, the input process noise is added into the unknown heat
source term �uðsÞ, the following perturbation equation can be
obtained:
d _hðsÞ ¼ Fh½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�dhðsÞ
þ F �u½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�d �uðsÞ
þ F�u½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�d�uðsÞ
þ F �u½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�xðsÞ ð23Þ

where Fh; F �u and F�u are N � N, N � 1 and N � 1 Jacobian matrices,
respectively.

Fh½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s� ¼

of1
oh�1
� � � of1

oh�N

..

. . .
. ..

.

ofN
oh�1
� � � ofN

oh�N

2
6664

3
7775 ð24Þ

F �u½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s� ¼ of1

o�u�
� � � ofN

o�u�

� �T

ð25Þ

F�u½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s� ¼ of1

o�u�
� � � ofN

o�u�

� �T

ð26Þ

This work develops an innovative controller using an LQG/IE
tracking algorithm that can determine the amount of heat dissi-
pated, �uðsÞ, under unknown heat source, �uðsÞ.

3. The algorithm of IE method combined with LQG tracking
algorithm

Based on the assumption that the heat source, �uðsÞ, is zero or a
known value in Eq. (19), an optimal control result can be obtained
using the LQG regulator. However, when the system that is being
controlled has a time-varying heat source, �uðsÞ, such as the heat
source resulting from electronic device operation, the optimal
heat-dissipating control system design for the time-varying heat
source cannot easily be obtained using an LQG regulator. To resolve
this issue, this work proposes a combined control theorem that uti-
lizes the separation principle [13] in the calculation. The control
problem is divided into two portions - optimal control and param-
eter estimation. In solving the optimal control problem, heat-dissi-
pating control quantity, �uðsÞ, is estimated using the LQG tracking
algorithm, and then in solving parameter estimation problems,
the heat source input variable, �uðsÞ, is then estimated using the
IE method.

For controller design, the continue-time perturbation state
equation and the measurement equation are given using

d _hðsÞ ¼ FhdðhÞðsÞ þ F �ud�uðsÞ þ F�ud�uðsÞ þ F �uxðsÞ ð27Þ
zðsÞ ¼ HhðsÞ þ mðsÞ ð28Þ

where Fh short for Fh½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�; F �u short for F �u½h�ðsÞ;
�u�ðsÞ; �u�ðsÞ; s�, and F�u short for F�u½h�ðsÞ; �u�ðsÞ; �u�ðsÞ; s�, and rear-
range of Eq. (27), we can get

d�hðsÞ ¼ Fh � dhðsÞ þ F�u d�uðsÞ þ FT
�uF�u

� 	�1
FT

�uF �ud �uðsÞ
� �

þ F �uwðsÞ

ð29Þ

Let the items in parentheses in Eq. (29) represent the deviation of
extensible controller, d�u�ðsÞ and the following equation can then
be obtained.

d _hðsÞ ¼ FhdhðsÞ þ F�ud�u�ðsÞ þ F �uws ð30Þ

The quadratic performance index, Jið�uÞ� is defined as

Jið�u�Þ ¼ E
1
2

eTðsf ÞQ 0ðsÞeðsf Þ
�

þ1
2

Z sf�Ds

s0

eTðsÞQ1ðsÞeðsÞ þ �uT
� ðsÞQ cðsÞ�u�


 �
ds
�

ð31Þ
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where �u�ðsÞ ¼ �u��ðsÞ þ d�u�ðsÞ and eðsÞ ¼ hpðsÞ � hdðsÞ; �u��ðsÞ is a ref-
erence extensible controller. Q0 and Q1 are nonnegative weighting
scalars, and Qc is a positive weighting scalar. The physical meanings
of the terms in the quadratic performance index are as follows.
eTðsf ÞQ0eðsf Þ represents the temperature error at the final time
and the other two terms specify the requirements for the tempera-
ture error and the control variable during the control process, which
includes the error, eTðsÞQ1ðsÞeðsÞ, and the control effort, �uT

� ðsÞQc

ðsÞ�u�ðsÞ. eT(s)Q1(s)e(s) and �uT
� ðsÞQcðsÞ�u�ðsÞ are interdependent.

Reducing the temperature error requires the magnification of con-
trol effort, but which might not be obtained in practice if the value
is too large. On the other hand, in order to reduce the control effort,
the request for the reduction of temperature error will need to be
compromised in a way. In this work, we set Q0 = Q1 = Qs, Qs and Qc

are defined as follows:

Q s ¼
1
h�

ð32Þ

Q c 6
1

�umax
ð33Þ

In this work, the value of he depends on the temperature error be-
tween the design working temperature and the temperature of the
package seal near the chip. �umax is an adjustable parameter in which
the upper limit is the maximum chosen heat dissipation amount for
the cooling system.The LQG tracking algorithm is used to optimize
the feedback control vector, �u; ðsÞ, and can be rewritten as follows
[28]:

�̂u� ¼ �Q�1
c ðsÞ � F

T
�uðsÞ P1ðsÞĥðsÞ � gðsÞ

h i
ð34Þ

where P1(s) is the solution for the Ricatti equation with boundary
conditions,

� _PðsÞ ¼ P1ðsÞFhðsÞ þ FT
h ðtÞP1ðsÞ

� P1ðsÞF�uðsÞQ�1
c ðsÞF

T
�uðsÞP1ðsÞ þ HT Q 1ðsÞH ð35Þ

P1ðsf Þ ¼ HT Q 0H ð36Þ

In the meantime, g (s) is the solution for the adjoining equation
with boundary conditions:

� _gðsÞ ¼ ½FhðsÞ � F�uðsÞQ 1
c ðsÞF

T
�uðsÞP1ðsÞ�T gðsÞ þ HT Q 1ðsÞhdðsÞ ð37Þ

gðsf Þ ¼ HT Q 0hdðsf Þ ð38Þ

The optimal control �uðsÞ can be written as

�̂uðsÞ ¼ �Q�1
c ðsÞ � F

T
�u½P1ðsÞĥðsÞ � gðsÞ� � ðFT

�uF�uÞ�1FT
�uF �u �̂uðsÞ ð39Þ

The last term in Eq. (39) is a compensation for heat generated by
the heat source, the value of heat source �̂uðsÞ is estimating using
the IE method. In contrary, when using only the LQG tracking algo-
rithm, �̂uðsÞ ¼ 0is set.

In Eqs. (35)–(38), these equation are dependent on states, h(s),
so we cannot obtain the solution in advance. We solve this problem
using an iterative procedure [28]. At first we obtain the state values
in the whole interval [0,sf] for the unforced system

_hðsÞ ¼ f ½hðsÞ; �uðsÞ; �uðsÞ; s� þxðsÞ; �uðsÞ ¼ 0; �uðsÞ ¼ 0;
hðs0Þ ¼ h0 ð40Þ

Now we can solve Eqs. (35)–(38), thus we have �̂uðsÞ from Eq.
(39). Appling this control signal to the system, i.e., Eq. (20), we ob-
tain new state values and again solving Eqs. (35)–(38). This itera-
tive procedure will be checked the deviations of the Kalman
gains, such that the value of Kalman gains must satisfy the follow
criterion: jKðkþ 1Þ � KðkÞj 6 10�3. The unknown thermal input,
�̂uðsÞ, in Eq. (39) can be estimated using the IE method.
The IE algorithm, including the extended Kalman optimal pre-
dictor and the weighted recursive least square estimator
(WRLSE), will be used to inversely estimate the unknown time-
varying heat source and obtain the optimal states estimation
in the nonlinear heat conduction problem. The purpose of the
extended Kalman optimal predictor is to generate the recursive
renewal array. This sequence contains an unknown time-variant
heat source. The weighted recursive least square estimator can
be used to identify the sudden system error induced by the un-
known time-varying heat source.

By sampling Eq. (27) with the sampling time, Ds, the following
discrete-time perturbation state equation is obtained:

dhðkþ 1Þ ¼ Uðkþ 1; k; �ÞdhðkÞ þWðkþ 1; k; �Þd�uðkÞ
þ Cðkþ 1; k; �Þd�uðkÞ þWðkþ 1; k; �ÞxdðkÞ ð41Þ

where

Uðkþ 1; k; �Þ ffi I þ Fh½h�ðkÞ; �u�ðkÞ; �u�ðkÞ; k�Ds ð41aÞ
Wðkþ 1; k; �Þ ffi F �u½h�ðkÞ; �u�ðkÞ; �u�ðkÞ; k�Ds ð41bÞ
Cðkþ 1; k; �Þ ffi F�u½h�ðkÞ; �u�ðkÞ; �u�ðkÞ; k�Ds ð41cÞ
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Fig. 3. LQG/IE control flow chart.
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where dh(k) represents the state vector, U(k + 1,k; *) is the state
transition matrix, �uðkÞ is the heat source, and xd(k) is a discrete-
time Gaussian sequence, which is assumed to be white noise with
zero mean and the variance, xdðkÞxT

dðjÞ
� 


¼ Qddkj, where dkj is the
Dirac delta function. The discrete-time measurement equation is
shown below.

zðkÞ ¼ HhðkÞ þ mðkÞ ð42Þ

z(k) represents the measurement vector at kth time step
H ¼ ½0 0 � � � 1� is the measurement matrix. m(k) is the Gaussian
white noise with zero mean and the variance, E mðkÞmTðjÞ

� 

¼ Rdkj.

The extended Kalman optimal predictor is defined as follows
[29]:

ĥðkþ 1=kÞ ¼ ĥðk=k� 1Þ þ
Z ðkþ1ÞD

kDs
f ĥðk=k� 1Þ; �u�ðkÞ�̂u�; s
h i

ds

þ Kðk; �Þ�zðkÞ ð43Þ

�z ¼ zðkÞ � Hĥðk=k� 1Þ ð44Þ

sðkÞ ¼ ½Hðk; �ÞPðk=k� 1; �ÞHTðk; �Þ þ RðkÞ��1 ð45Þ

Kðk; �Þ ¼ Uðkþ 1=kÞPðk=k� 1; �ÞHTðk; �ÞsðkÞ ð46Þ

Pðkþ 1=k; �Þ ¼ Uðkþ 1=k; �ÞPðk=k� 1; �ÞUTðkþ 1=k; �Þ

�Uðkþ 1=k; �ÞPðk=k� 1; �ÞHTðk; �Þ

� ½HTðk; �ÞPðk=k� 1; �ÞHTðk; �Þ

þ R��1Hðk; �ÞPðk=k� 1; �ÞUTðkþ 1=k; �Þ
þ Q dðkþ 1=k; �Þ ð47Þ

where ĥðkþ 1=kÞ is the optimal states prediction.
R ðkþ1ÞD

kDs
f ĥðk=k� 1Þ; �u�ðkÞ�̂u�; s
h i

is evaluated using numerical integration
formulas that are initialized by f ĥðk=k� 1Þ; �u�ðkÞ; �̂u�; s

h i
. s(k) is

the covariance of the residual. K(k) is the Kalman gain. In Eqs.
(43)–(47), * denotes the use of h�ðkÞ ¼ ĥðk=k� 1Þ.

The weighed recursive least square estimator was proposed by
Tuan et al. [14]. The mathematical equations are described briefly
below:
BðkÞ ¼ H½UMðk� 1Þ þ IW� ð48Þ
MðkÞ ¼ ½I � KðkÞH�½UMðk� 1Þ þ I� ð49Þ
KbðkÞ ¼ c�1Pbðk� 1ÞBTðkÞ½BðkÞc�1Pbðk� 1ÞBTðkÞ þ sðkÞ��1 ð50Þ
PbðkÞ ¼ ½I � KbðkÞBðkÞ�c�1Pbðk� 1Þ ð51Þ
�̂uðkÞ ¼ �̂uðk� 1Þ þ KbðkÞ �zðkÞ � BðkÞ �̂uðk� 1Þ

h i
ð52Þ

where �̂uðkÞ is the estimated unknown heat source, Pb(k) is the
error covariance of the estimated input vector, B(k) and M(k) are
the sensitivity matrices, and Kb(k) is the Kalman gain. �zðkÞ is the
bias input error caused by the measurement noise and input dis-
turbance. In this case, the correction gain Kb(k) for updating �̂uðkÞ
in Eq. (52) diminishes as k increases, and permits �̂uðkÞ to converge
to the true constant value. In the time-varying case, however, we
like to prevent Kb(k) from reducing to zero. This is accomplished
by introducing the memory factor c. For, 0 < c 6 1, KbðkÞ is effec-
tively prevented from shrinking to zero. Hence, the corresponding
algorithm can continuously preserve its updating ability. The c va-
lue depends on the process noise covariance Q and the measure-
ment noise covariance R. Usually, the R value depends on the
sensor measurements. Both the Q value in the filter and the c value
in the sequential least squares approach will interactively affect
the fast adaptive capability in tracking of time-varying heat gener-
ated by the semiconductor chip. In general, if we select a large Q
value, the c value could be chosen near 1 and the filter memory be-
comes long, reducing the noise effects. For a smaller c value, the
memory becomes short and the estimation can track sudden
changes occurring in the heat flux, �̂uðkÞ.

To simulate measurement temperature of the thermal conduc-
tor of package seal under heating, �uexactðsÞ, and the amount of heat
which must be dissipated, �̂u; s, the system response equation is as
follows:

_hðsÞ ¼ f hðsÞ;uexactðsÞ; �̂u; s
h i

ð53Þ

In order to verify the performance of the controller, the root
mean square error (RMSE) is defined.

RMSE ¼ 1
kf

Xkf

k¼1

hdðkÞ � hpðkÞ

 �2

" #1
2

ð54Þ

Fig. 3 presents a detailed control flow chart of the LQG/IE track-
ing algorithm.

4. Results and discussion

In order to verify the effectiveness and precision of the heat
source estimation and the optimal heat dissipation implemented
in the nonlinear heat conduction system by the LQG/IE tracking
algorithm. Assume the thermal conductivity coefficient, �j ¼
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1� 0:0052hþ 0:00002235h2, and the volumetric heat capacity,
C ¼ 1þ 0:0088h� 0:0000425h2. The electronic component is di-
vided into 10 sections. Each section has length, h = 0.1. That is to
say, there are 11 nodes from X = 0 to X = 1. One end of the system
is thermal isolated, and the other is in compulsory convection con-
dition. Assume that the sampling time, Ds = 0.001. The initial con-
ditions of the extended Kalman optimal predictor are as follows.
ĥð1=0Þ ¼ ½1 1 � � � 1�T ;Qd ¼ diag½10�8�, and P(1/0) = diag[102].
The initial conditions of the WRLSE are as follows: �̂uð0Þ ¼
0; Pbð0Þ ¼ 102 and M(0) = 0. The weighted factor, c, is set to be
0.975. The parameters of the LQG tracking algorithm are
Qs = diag[0.1]. The initial optimal control input ^�uð0Þ ¼ 0 is assumed.

Based on a guessed value for �uexactðsÞ of the heat source gener-
ated by the electronic device and a computation of the amount of
heat which must be dissipated, �̂uðsÞ, using the LQG tracking algo-
rithm, the distribution of the temperature field can be determined
using the direct heat conduction method from Eq. (53). Further-
more, the measurement error can be added to the determined tem-
perature field to yield the measurement temperature.

zðsÞ ¼ hðX; sÞ þ gr; X ¼ 1 ð55Þ

where g is a random variable in the range �2:576 6 g 6 2:576 and
r denotes the standard deviation of the measurements. By assum-
ing that there is a thermocouple embedded on the top of the pack-
age seal at X = 1, the simulated measurement temperature can be
determined. The estimation and optimal thermal control is imple-
mented by applying two time-varying heat source models as in case
1 and case 2. The results are compared with those obtained using
the LQG tracking algorithm.Case 1: The strength of the heat source
is assumed to be a square wave and acting on node 6.

�u1ðsÞ ¼
10 10 6 s < 23
0 others

�
ð56Þ

The measurement noise covariance, R = 0.0001, weights of the
control, Qc = 0.01, and design working temperature, hd(s) = 3, are
considered. Fig. 4 presents the inverse estimation of the square
heat source wave using the IE method, indicating that the IE meth-
od can effectively estimate the unknown time-varying heat source
in real time based on simulated temperature measurement. As
Fig. 4. Estimated heat flux using IE algorithm for Case 1 (R = 10�4).
indicated in Fig. 4, the oscillations during the initial time steps
are very large, but for a few time steps the estimates rapidly con-
verge to their actual values. The main reason is that the initial va-
lue of P(�1/�1) and Pb(�1) are normally unknown and the initial
error is assumed to be large enough that it causes the estimator
to converge rapidly within a short transition period and steadily
track the actual values. This shows that the proposed technique
is capable of correcting the initial estimation error using very large
values for P(�1/�1) and Pb(�1). Fig. 5 presents the optimal control
heat-flux results, revealing that the LQG/IE tracking algorithm can
provide a short time response and more precise tracking than that
obtained using only the LQG tracking algorithm. To compare the
control performance for the various control algorithms, the tem-
perature of package seal near the chip is calculated. As shown in
Fig. 6, the LQG tracking algorithm reacts more slowly then the
LQG/IE tracking algorithm and larger overshoot between the max-
imum temperature of package seal near the chip and design work-
ing temperature. This error arises from the fact that the LQG
tracking algorithm cannot recognize when an unknown thermal
input acts on the thermal conductor. The IE method, however,
can estimate an unknown thermal input in real time. Combining
the IE method and the LQG tracking algorithm, which computes
the optimal thermal control heat flux, can yield rapid and precise
heat-dissipation results. The RMSE value based on the LQG tracking
algorithm is 2.48 � 10�2 and based on LQG/IE tracking algorithm,
the value is 2.55 � 10�4. Therefore, the LQG/IE tracking algorithm
can maintain a universal system temperature within an ideal range
and is suited to heat-dissipation applications in unknown systems
with time-varying or transient thermal input sources.

To examine the control performance of the various algorithms
with larger weights on the control effort, Qc = 0.1, is assumed. Com-
parisons of the heat dissipation results using the LQG/IE tracking
algorithm and the LQG tracking algorithm are shown in Figs. 5
and 7. It is interesting to point out, when we adjusted a larger va-
lue, Qc, the function frequency of the heat dissipation controller
was then enhanced. The means that a larger Qc value is the smaller
value of the maximum heat dissipating capacity, �umax, can be pro-
vided by the cooling system. The temperature of the package seal
near the chip obtained using the LQG/IE tracking algorithm and
Fig. 5. Dissipative heat flux for various control algorithms for Case 1 (R = 10�4,
Qc = 0.01).



Fig. 6. Comparison of temperature of package seal near the chip using various
control algorithms for Case 1 (R = 10�4, Qc = 0.01).

Fig. 7. Dissipative heat flux for various control algorithms for Case 1(R = 10�4,
Qc = 0.1).

Fig. 8. Comparison of temperature of package seal near the chip using various
control algorithms for Case 1 (R = 10�4, Qc = 0.1).

Fig. 9. Estimated heat flux using IE algorithm for Case 2 (R = 10�3).
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the LQG tracking algorithm are shown in Fig. 8. These results are
consistent with the results in Fig. 6. The RMSE value based on
the LQG tracking algorithm is 3.33 � 10�2 and based on LQG/IE
tracking algorithm, the value is 5.19 � 10�4.

Case 2: The strength of heat source is assumed as a compound
square wave.

Suppose that the time-varying heat source input is

�u2ðsÞ ¼
10 5 6 s < 10
15 15 6 s < 27
0 others

8><
>: ð57Þ
The second case is the same as that considered in the first,
except that the covariances of measurement noise, R = 0.001.
Fig. 9 depicts inverse estimation of a compound square heat
source wave using the IE method and verifies that the IE method
with the simulated temperature can effectively estimate the un-
known time-varying heat source in real time. The control
weights are set to Qc = 0.01. Fig. 10 presents the optimal control
heat-flux results. Fig. 11 presents the temperature profile of the
package seal near the chip after control. The RMSE value based
on the LQG tracking algorithm is 2.45 � 10�2 and based on
LQG/IE tracking algorithm, the value is 3.23 � 10�4. When we
adjust a larger value, Qc = 0.1, the optimal control heat-flux re-



Fig. 10. Dissipative heat flux for various control algorithms for Case 2 (R = 10�3,
Qc = 0.01).

Fig. 11. Comparison of temperature of package seal near chip using various control
algorithms for Case 2 (R = 10�3, Qc = 0.01).

Fig. 12. Dissipative heat flux for various control algorithms for Case 2 (R = 10�3,
Qc = 0.1).

Fig. 13. Comparison of temperature of package seal near the chip using various
control algorithms for Case 2 (R = 10�3, Qc = 0.1).
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sults shown in Fig. 12 and the temperature profile of nearing the
chip position obtained using the LQG/IE tracking algorithm and
the LQG tracking algorithm shown in Fig. 13. The RMSE value
based on the LQG tracking algorithm is 3.32 � 10�2 and based
on LQG/IE tracking algorithm, the value is 5.59 � 10�4. All of
these results are consistent with the discussion on Case 1. The
LQG/IE tracking algorithm yields a shorter response time and
more precise outcome than the LQG regulator.

5. Conclusions

In this article, a nonlinear optimal on-line heat-dissipation con-
trol methodology in electronic devices, based on IE method and
LQG tracking algorithm, is developed for predicting the optimal va-
lue of time-varying heat dissipation which must be removed by the
cooling system, with the problem corrupted by modeling noise and
unknown thermal input. From the computer simulation studies,
we have demonstrated that the LQG/IE tracking algorithm outper-
forms the LQG tracking algorithm with a shorter response time and
more accurate heat flux tracking. Therefore, optimal heat-dissipa-
tion control using an LQG/IE algorithm can provide time-varying
heat dissipation which can be used to design an effective cooling
system to assure that electronic devices operate within a safe tem-
perature regime. Further work will involve implementing the LQG/
IE algorithm in electronic devices.
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